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This paper discusses the methodology and results for the sEXism Identification in Social neTwork (EXIST) 2023 challenge. This shared task contains three tasks; sexism identification, source intention, and sexism categorization. In this paper we tackle the 1st challenge and use the mixed Spanish/English sexism identification dataset. Our approach makes use of a roBERTa transformer model to classify the data. The model used was in taken from the Hugging Face library.

Introduction

Sexism is defined by in the Oxford Dictionary as, “prejudice, stereotyping, or discrimination, typically against women, on the basis of sex”. Sexism is a long running issue and in the modern era, social media has given a new platform for sexism to be shared. The EXIST shared task is a scientific challenge meant to further the progress in sexism detection and to catalog a year-on-year benchmark for progress. This task brings individuals and scientists around the world to develop models based on the provided data.

The EXIST task 1 is called Sexism Identification with the goal being thus. This challenge is a binary classifier task, meaning that our model will take in the provided data, and return a labeling for each tweet. Our submission will enter the database for EXIST and be compared with others around the globe.

Our approach to this task was to use a roBERTa model to label our data. The model was pretrained with a masked language modeling (MLM) objective on a large corpus of English data. When trained this way, the model has 15% of its words masked over so the model cant take them in as an input. From there the data that is used gets better represented and the model learns a closer representation of the English language. This meant that we could set up the model very efficiently and have a working project up and running quickly. RoBERTa is a transformer based model which uses self-attention to put the emphasis of understanding on the correct words. It is a model commonly used in natural language processing

Background

Hate speech is a significant problem in today's society, particularly in online platforms where anonymity and lack of accountability often lead to its proliferation. Sexism is a type of hate speech and methods for detecting hate speech apply well towards sexism. In this literature review, we will explore the most significant works that we have referred to finalize our approach for completing the EXIST 2023 Task 1.

The EXIST 2021 overview paper by Sanchez et. al [1] discusses the different classification approaches employed for Task 1 (sexism detection) — transformer-based models, other deep learning methods like LSTMs and traditional ML approaches of SVM, Logistic Regression, Random Forest. Transformer based model architecture is preferred by the majority of participating teams and all of the top-10 performing teams. The trend continues in the EXIST 2022 overview paper by Sanchez et. al [2] where with the exception of one team all other teams employ transformer-based models for both Task 1 and Task2 of sexism detection and classification. The traditional ML methods even with the extraction of additional features didn't produce comparable results to the transformer based models. We can see performance comparisons of different transformer models in the paper by Álvarez et al. [3], in which we see that the RoBERTa model is performing well on English datasets but lacks on the Spanish datasets. This is evident from [1] and [2] as well where for English datasets either RoBERTa or BERT based model are used, but for Spanish dataset only BERT is used by the top 10 teams across the tasks.

For exploring data preparation techniques we refer to Schutz et al. [4] where they compare the model performance on sexism detection between external data pre-training and data augmentation. The results showed that performance is enhanced by pre-training on external data but it deteriorates by the use of data augmentation. The decrease in model performance by using data augmentation is also shown in Bedmar et al. [5] where they compare model performance of BERT, RoBERTa, XLNet, DistilBERT with and without augmented data. For all the models the non-augmented data gives better results. The performance enhancement by pre-training on external data is also stated in [2] where the authors claim that transformer-based models benefit from train- ing with data from the same source. One more unique data processing approach was explored in Paula et al. [6], where they first translate the foreign-language data into English and then train a single language model for sexism detection and classification. This framework of single language model yielded better results than the ensemble transformer models approach.

From the above review we think it would be best to start with non-augmented data input using RoBERTa for English and BERT for Spanish datasets. We shall also pre-train the models using external data to enhance model performance and try to explore the single-language model approach.

The Data

The dataset for the EXIST 2023 shared task was created from a more than 8,000,000 English and Spanish tweets with two classes, Sexist and Not Sexist, as labels for the data. The provided data contains a tweet scraped from twitter and the annotations. These annotations include a gold standard label, the language, and the gender and age breakdown of the annotators. The seeds for the data are seeded so that there is an even distribution of English and Spanish language tweets. Since the model chosen for this paper is a roBERTa model we chose to use no preprocessing for our data. BERT style models perform better when inputting a full string of text as opposed to word tokens or stemmed text.

The Model
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